ASAFM Data Warehouse Initiative


The Data Warehouse, today, consists of two data marts; one for resource execution (or expenditure) information, the other for PROBE (program and budget) information.   The objectives of this initiative are:

  (1)  To develop data structures that continue to support and improve the needs of analysts who participate in resource management analysis throughout the Pentagon and Army.  Subordinate goals include data access, reduced redundant processing, the ability to replicate analytical responses and timeliness, the capability to analyze trends over both vertical and horizontal time dimensions, and the capability to drill down, hierarchically, through relevant resource information.

  (2)  To integrate program and budget, and execution, data.  These two data sources can be characterized as quasi-disparate.  Both share similar data attributes; however, several key attributes have very weak relationships in their current state.

  (3)  To develop a web-based presentation tool that supports Army leadership’s decision making through the delivery of resource information.  The resulting displays must span many dimensions of information needs to include the perspectives of the Budget & Congress, the perspectives of Programmers, and ‘functional’ displays that will likely incorporate a cross-dimensional view of the former two dimensions.  The resulting information must be auditable; the datasets that formulate these presentations must be replicable by action officers will be required to further analyze resource issues.


To date, this initiative has accomplished portions of the first two goals.  

  (1)  Data structures have been developed in a prototypical fashion to evaluate their effectiveness and/or need for further refinement.  The following describes current data structure efforts:


(a)  Program/Budget Data.  Probe takes a snapshot of program and budget data at key decision points throughout the PPBES cycle.  In its current state, Probe replicates a ‘financial’ statement in that a snapshot is taken ‘as of’ a given point in time.  However, there are three ‘locked’ or final positions within each PPBES cycle and many ‘soft’ lock or interim positions within each phase of PPBES (POM, Budget Estimate Submit and President’s Budget).  Each position includes a snapshot of resources at the MDEP, Appropriation, Program Element and Command level spanning nine years.  The task of conducting analysis in the past has required an analyst to prepare queries against each of the many existing positions in order to conduct ‘vertical’ trend analysis.  The current data warehouse effort incorporates locked positions and the most current soft-lock position into a singular table.  This initial effort allows an analyst to reduce several redundant queries into a single effort.


Currently, this composite “E” table consists of 50 data elements, 1.4 million records and consumes about 400 mb of physical disk storage space.


(b)  Execution Data.  Monthly, DFAS provides two separate data feeds to us.  The first is the ‘preliminary’ file; the second, the ‘final’ file.  The prelim file arrives about calendar days following the months closure (e.g. March’s prelim execution data would arrive around the 15th of April).  The final file arrives about 25 days following the month’s closure.  The file provided by DFAS is a flat, ASCII file and must transformed into useful information.  Some transformations are simply parsing data, by record position.  Other transformations include crosswalks, programming code, etc.   Currently, within the execution datamart there are three major file types:



1.  A snapshot of the most current month.  This data would represent all execution activity for the fiscal year, as of the most current month’s end.  This data is cumulative.



2.  Historical year-end snapshots since FY 1992.



3.  A table which incorporates each cumulative month-end file that has transpired during a given fiscal year.  This table begins with FY 2001.  This table provides analytical insights into how a given attributes executes over time w/in a given fiscal year.


Currently, the execution tables consist of  over 36 tables, 50 data elements, 15.5 million records and consume 7 million bytes of storage space.

  (2)  Integration.  To date, we have identified what does and doesn’t map well when relating these two data structures.  Some of the ‘fit’ problems are being resolved through improved or initiated mapping exercises.  For example, the Army Management Structure Code as reported in Execution does not directly map to a Standard Study Number (SSN) and Budget Line ID Number (BLIN) in Probe for the procurement appropriations.  However, a crosswalk is being built which supports the creation of the SSN within the execution data structure.  For several appropriations, the ability to conduct such a crosswalk has not been identified.  To resolve some of these issues, there are several initiatives to refine datastructures within one or both of the systems to better support integration in the future.

  (3)  To date, an On Line Analytical Processing (OLAP) tool has not been acquired for Executive presentation.  The initial objectives have been to make data available to analysts to begin an evolution from:


a.  Conducting analysis IAW non-warehouse data structures


b.  Make execution data accessible and begin use of this new potential metric to evaluate program/budget performance.


c.  Through use, obtain feedback relative to usefulness of existing data structures.


d.  Obtain functional feedback to improve understanding of data structures to aid in integration efforts.


Last Thoughts:  The current Data Warehouse resides on COMPAQ servers, operating Windows 2000 and using SQL Server version 7.  To enhance the use of existing data to support graphical display of information, the tables will have to be further normalized.  In terms of record count, each of the number of record descriptions provided above would require a multiplication factor of 14 to 20.

